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The overview of the Cycle Self-Training (CST) 
framework. Labeled and unlabeled images 
form the training data batch. In each iteration, 
the teacher T1 (T2) perform pseudo-labeling 
on weak augmented images to train the 
student S2 (S1) with strong augmented images. 
And the student S1 (S2) is utilized to update 
the teacher T1 (T2) via EMA to alleviate the 
coupling effect.

• To tackle the confirmation bias 
problem, we propose a 
Distribution Consistency 
Reweighting (DCR), where 
pseudo-labels are learned based 
on consistency.

Background

Cycle Self-Training Framework

Distribution Consistency Reweighting Strategy

Ablations & Qualitative ResultsExperiments & Comparisons

• The performance of semi-
supervised object detection 
methods for 1%, 2%, 5%, 10%, 
100% MS-COCO protocols.

• The performance compared 
with our CST method for 
VOC/VOC-additional dataset.

• The pseudo-labeling based model 
consists of two components: a 
teacher model and a student model. 
However, the teacher is tightly 
coupled with the student due to the 
exponential moving average.
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The structure of Distribution Consistency Reweight-
ing (DCR). Pseudo-labels generated by the teacher T1 are
measured by the teacher T2 to perform consistency quantification 
𝑐(𝑝1,𝑝2) of classification distribution, and subsequently acts on 
the weights assignment for the student S2。

Consistency Quantification: L1 Distance or JS Divergence

• Moreover, the teacher is prone 
to generate biased pseudo-labels 
towards dominant classes, 
making the imbalanced problem 
in detection even more severe

• To address the tightly coupling 
problem, we introduce a Cycle Self-
Training framework (CST), which 
consists of two teacher networks and 
two student networks.

Introduction

Total Loss: Supervised & Unsupervised Losses

= s uL L L+

• Either of the two components can give a favorable improvement.
• L1 Distance better balances weights compared to JS Divergence.
• The computation between T1 and T2 achieves better performance.
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• Normalize the L1 distance to 
0.5 ∼1 with a sigmoid mapping 
function. Then a linear 
normalization is performed.

• Because the JS values are 
• in the range 0 ∼1, we only 

utilize a tunable focusing 
parameter 𝛽 =2.


